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Michael Ng (Hong Kong Baptist University)

Multi-Label Classification by Semi-Supervised Singular Value Decomposition
Multi-label problems arise in various domains, including automatic multimedia data
categorization, and have generated significant interest in computer vision and machine
learning community. In this talk, we proposed to use a semi-supervised singular value
decomposition (SVD) to effectively capture the label correlations.
Experimental results for synthetic and real-world multimedia data sets demonstrate
that the proposed method can exploit the label correlations and obtain promising and

better label prediction results than the state-of-the-art methods.
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“Deep Revolution” in Image Restoration and Beyond
Deep learning continues to dominate machine learning. It is now widely used in
many research areas in science and engineering, and has major industrial impacts. Deep
learning methods have achieved remarkable results in a variety of tasks, especially in a
supervised learning environment. They have surpassed, or as good as, human in Go,

playing video games, accurately identifying objects in images and videos, diagnosing



certain diseases from medical images, etc.

In this talk, I will start with a brief review of classical (pre deep learning) image
restoration methods, followed by some recent applications of deep learning in image
restoration and image analysis. I will present my personal understanding of deep learning
in image restoration from the perspective of applied mathematics, which inspired two of
our recent work. One work is on combining numerical differential equation and deep
convolutional architecture design. In this work, we interpret some of the state-of-the-art
deep CNNs, such as ResNet, FractalNet, PolyNet, RevNet, etc., in terms of numerical
(stochastic) differential equations; and to propose new deep architectures that can further
improve the prediction accuracy of the existing networks in image classification. In the
other work, we proposed an end-to-end model for imaging based diagnosis in medical
imaging. Unlike traditional methods where image reconstruction and image recognition
are treated as two separate steps, our end-to-end model merges the two steps into one.
Our numerical experiments on a large scale real CT data set demonstrated the benefit of

the proposed method.

BB (FHEPIOR)
Convex and Non-Convex Optimization in Image Recovery and Segmentation

We will report some progress on the convex and non-convex approaches for image restoration

and segmentation.

REN (FEIFRE)

A General Truncated Regularization Framework for Contrast-Preserving
Variational Signal and Image Restoration: Motivation and Implementation
Variational methods have become an important kind of methods in signal and image

restoration - a typical inverse problem. One important minimization model consists of the
squared L2 data fidelity (corresponding to Gaussian noise) and a regularization term
constructed by a potential function composed of first order difference operators. It is well
known that total variation (TV) regularization, although achieved great successes, suffers
from a contrast reduction effect. Using a typical signal, we show that, actually all convex
regularizers and most nonconvex regularizers have this effect. With this motivation, we
present a general truncated regularization framework. The potential function is a

truncation of existing nonsmooth potential functions and thus flat from some positive t.



Some analysis in 1D theoretically demonstrate the good contrast-preserving ability of the
framework. We also give optimization algorithms with convergence verification in 2D,
where global minimizers of each subproblem (either convex or nonconvenx) are

calculated. Experiments numerically show the advantages of the framework.
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PET-MRI Joint Reconstruction by Joint Sparsity Based Tight Frame Regularization

Recent technical advances lead to the coupling of PET and MRI scanners, enabling
to acquire functional and anatomical data simultaneously. In this talk, we propose a tight
frame based PET-MRI joint reconstruction model via the joint sparsity of tight frame
coefficients. In addition, a non-convex balanced approach is adopted to take the different
regularities of PET and MRI images into account. To solve the nonconvex and
nonsmooth model, a proximal alternating minimization algorithm is proposed, and the
global convergence is present based on Kurdyka-Lojasiewicz property. Finally, the
numerical experiments show that our proposed models achieve better performance over

the existing PET-MRI joint reconstruction models.

87 3/ CAWN 1T W=D
An Adaptive Algorithm for TV-based Model of Three Norms in Image Restoration .

BEM CREERTD
Accurate MR reconstruction with correction for intensity inhomogeneity

High-field Magnetic Resonance Imaging (MRI) becomes popular due to the benefits
of potential higher signal-to-noise ratio, contrast-to-noise ratios and spectral resolution, a
byproduct of which is the intensity inhomogeneity (i.e., bias field). In this work, we
develop a novel MRI reconstruction method by regarding the reconstructed image as a
combination of the true intensity and a bias filed.  The undersampled MRI
reconstruction is formulated as a least-square problem integrating with an inf-convolution
of the first-order and second-order regularisers, and the shearlet transform. More
specifically, we use the total variation and total variation of the gradient to guarantee the
properties of the true intensity (piecewise constant) and bias field (spatially smooth). The
shearlet transform is employed to capture the anisotropic features such as edges, curves,

and so on. The proposed model is solved by splitting variables and Alternating Direction



Method of Multipliers (ADMM), where all subproblems have the closed-form solutions.
Numerical experiments on both phantom and MRI data are conducted to demonstrate the

advantageous of the proposed method in reconstruction of high-field MRI.

TRARBER (AT R
Global Nonlinear Metric Learning by Gluing Local Linear Metrics

We address the nonlinear metric learning by constructing a smooth nonlinear metric
from the data. First, we locally define an initial linear metric on each cluster by principal
component analysis. Second, we glue such local linear metrics to form a smooth
nonlinear metric by a partition of unity on the sample space, and further learn the global
nonlinear metric. Third, we conduct the intrinsic steepest descent algorithm on matrix
manifolds for implementation. Finally, we compare our approach with several
state-of-the-art methods on a variety of datasets. The results validate that the robustness
and accuracy of classification are both improved under our nonlinear metric. The novelty
of our global smooth nonlinear metric learning model lies in that it has completely
overcome drawbacks of local metric learning methods: the partition coefficients obtained
by the partition of unity is smooth, while the metric at any point on the manifold can be

directly defined.
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Normalized Cut with Adaptive Similarity and Spatial Regularization

In this talk, we propose a normalized cut segmentation algorithm with spatial
regularization priority and adaptive similarity matrix. We integrate the well-known
expectation-maximum(EM) method in statistics and the regularization technique in
partial differential equation (PDE) method into the normalized cut. The introduced EM
technique makes our method can adaptively update the similarity matrix. This step can be
regarded as we build a simple generator to produce some better similarity matrices for
classification criterion.

While the regularization priori can guarantee that the proposed algorithm uses a
spatially regularized spectrum vector as discriminator to classify pixels. The generator
and discriminator cooperate with each other and makes the proposed algorithm has a
robust performance under noise.

To unify the three totally different methods including EM, spatial regularization, and



spectral graph clustering, we built a variational framework to combine them and get a
general normalized cut segmentation algorithm. The well-defined theory of the proposed
model is also given in the paper.

Compared with some existing spectral clustering methods such as the traditional
normalized cut algorithm and the variational based Chan-Vese model, numerical

experiments show that our methods can achieve promising segmentation performance.
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Half-quadratic adaptive $STV”pS$ to the image restoration problem

To keep structures in the restoration problem is very important via coupling the local
information of the image with the proposed model. In this paper we propose a local
self-adaptive $\ell"p$-regularization model for $p\in(0,2)$ based on the total variation
scheme, where the choice of $p$ depends on the local structures described by the
eigenvalues of the structure tensor. Since the proposed model as the classic
$\ell*p$ problem unifies two classes of optimization problems such as the nonconvex and
nonsmooth problem when $p\in(0,1)$, and the convex and smooth problem when
$p\in(1,2)$, it is generally challenging to find a ready algorithmic framework to solve it.
Here we propose a new and robust numerical method via coupling with the half-quadratic
scheme and the alternating direction method of multipliers(ADMM). The convergence of
the proposed algorithm is established and the numerical experiments illustrate the
possible advantages of the proposed model and numerical methods over some existing

variational-based models and methods.
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TRHEE (i)
A Fast Algorithm for Deconvolution and Poisson Noise Removal
Poisson noise removal problems have attracted much attention in recent years. The
main aim of this paper is to study and propose an alternating minimization algorithm for
Poisson noise removal with nonnegative constraint. The algorithm minimizes the sum of
a Kullback-Leibler divergence term and a total variation term. We derive the algorithm by
utilizing the quadratic penalty function technique. Moreover, the convergence of the
proposed algorithm is also established under very mild conditions. Numerical
comparisons between our approach and several state-of-the-art algorithms are presented

to demonstrate the efficiency of our proposed algorithm. (This is a joint work with
Michael K. Ng and Minru Bai).
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Asynchronous Parallel Computation for Image Reconstruction

With the rapid advance of computer hardware such as multi-core CPU/GPU,
multi-node supercomputer, FPGA, asynchronous parallel computation becomes necessary
for making the best use of such computing devices. In this talk, asynchronous parallel
computation will be discussed from the following perspectives, including
energy-efficiency, communication model, and architecture and implementation for
iterative algorithms for image reconstruction. The implementation of the Mumford-shah
regularization for x-ray CT and electron tomography is used as a demonstration for

implementation.

AN GHIF IR
A Fast Proximal Gradient Algorithm For Single Particle Reconstruction of
Cryo-EM



We consider the problem of single particle reconstruction (SPR) from cryo-electron
microscopy (cryo-EM), where the three-dimensional (3D) structure of particle is
reconstructed from the many noisy two-dimension (2D) projected and blurred images. In
this talking, single particle reconstruction 1is represented by solving an linear inverse
problem with perturbations. Regularization method is applied to solve the linear system
since it is ill-posed. We apply Fast Iterative Shrinkage-Thresholding Algorithm (FISTA)
to find the solution of the $L 1$ regularized optimization problem. Numerical
experiments with simulated images demonstrate that the proposed methods significantly

reduce the estimation error and improved reconstruction quality.
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Rank Minimization with Applications to Image Noise Removal

Rank minimization problem has a wide range of applications in different areas.
However, since this problem is NP-hard and non-convex, the frequently used method is
to replace the matrix rank minimization with nuclear norm minimization. Nuclear norm is
the convex envelope of the matrix rank and it is more computationally tractable. Matrix
completion is a special case of rank minimization problem. In this talk, we consider
directly using matrix rank as the regularization term instead of nuclear norm in the cost
function for matrix completion problem. The solution is analyzed and obtained by a
hard-thresholding operation on the singular values of the observed matrix. Then by
exploiting patch-based nonlocal self-similarity scheme, we apply the proposed rank
minimization algorithm to remove white Gaussian additive noise in images. Gamma
multiplicative noise is also removed in logarithm domain. The experimental results
illustrate that the proposed algorithm can remove noises in images more efficiently than

nuclear norm can do. And the results are also competitive with those obtained by using



the existing state-of-the-art noise removal methods in the literature.

By (ERIMERY)
Image restoration with patch-based low rank regularization
In this talk, we propose new decoupled variational models for image restoration
based on patch-based low rank regularization with nuclear norm minimization. Some
mathematical analysis of the models and the algorithms are given. The numerical
experiments and comparisons on various images demonstrate the effectiveness of the

proposed methods.
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Weighted nuclear norm minimization for tensor completion using tensor-SVD

Tensor nuclear norm minimization as the extension of nuclear norm minimization in
the field of tensor domain, has attracted extensive attention in the fields of computer
vision and neuroscience. However, in order to obtain higher accuracy in practical
application, many researchers prefer to using weighted tensor nuclear norm minimization
rather than tensor nuclear norm minimization. Furthermore, a new tensor
decomposition,which is called tensor-SVD, is proposed for utilizing the relationship
among slices of tensor. In this paper, we propose the weighted tensor nuclear norm
minimization to approximate tensor completion problem under the framework of
tensor-SVD. Then we use alternating direction method of multipliers method solve it,
verify the its convergence, and proof its limit point satisfying the KKT condition.
Furthermore, our proposed method shows a significant improvement with respect to the
accuracy in comparison with tensor nuclear norm minimization, and achieves
state-of-the-art performance in typical low level vision tasks, including video completion,

image inpainting et al.

Ti R (FEZRIMTE R )
Sparse Unmixing of Hyperspectral Images
Spectral unmixing aims at estimating the proportions (abundances) of pure
spectrums (endmembers) in each mixed pixel of hyperspectral data. Recently, the

semi-supervised approach, which takes the spectral library as prior knowledge, has been



attracting much attention in unmixing. In this talk, we will present two new
semi-supervised unmixing models. Firstly, we show a novel unmixing model combined
with two effective regularization terms: a similarity-weighting constraint and the Lp (0 <
p < 1) norm sparse regularization. Secondly, a framelet-based sparse unmixing model is
presented. This model can promote the abundance sparsity in framelet domain and
discriminates the approximation and detail components of hyperspectral data after
framelet decomposition. In both of the models, the iteration based algorithms are
discussed to obtain the minimal solution. Experimental results on simulated and real data

demonstrate that our models are promising.
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